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What is Verisig?

 Transforms a Neural Network into an equivalent Hybrid System.

hi1 = 0(0.3y; + 0.2y, + 0.1)

Y1 €[23]
u= 3h11 + 5h12

Y2 € [1,2]

hy, = 6(0.1y; + 0.5y, + 0.2)

(a) Example DNN.

% =0
% =0
w=0
=0
u=0
t=1
Inv:t <0

x£(0) € [2,3]
x7(0) €[1,2]

x) = 03x] +0.2x5 + 0.1
x) = 0.1x] + 0.5x5 + 0.2
t:=20

%) =0

xf =x{xf(1—xP)
i = x)xb (1 —xb)

u=20
t=1
Inv:t <1

u := 3xf + 5x¥

(b) Equivalent hybrid system.

Figure 2: Small example illustrating the transformation from a DNN to a hybrid system.
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Why can we do that?

» Sigmoid functions are solutions to quadratic differential equations.

1

o(x)

B 14+ e*




Why can we do that?

» Sigmoid functions are solutions to quadratic differential equations.
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Why can we do that?

» Sigmoid functions are solutions to quadratic differential equations.

1

o) = 1+e®

do
dx

() = o(z)(1 —0o(z))

0g

E(t,az) =g(t,x) = zg(t,z)(1 —g(t,x)).

 Then treat a neuron as a hybrid system, and analyze using Taylor Models.




Why should we do that?

« Verification of property is decidable for one layer

Reason: it is a R-formula: (R, <, +,—,-,0,1)




Why should we do that?

« Verification of property is decidable for one layer
Reason: it is a R-formula: (R, <, +,—,-,0,1)
« 0-decidable for multiple layers

Reason: it is a R, ,-formula: (R, <,+,—,-,0,1,exp) since we don’t know

how to eliminate the e~ 7.




How can we do better?
1. Taylor Model Preconditioning 2. Shrink Wrapping

Large wrapping effect Smaller wrapping effect Remainder

.

Symbolic part of | I;f ‘.ixNewTavlarmudel,
Rt l_j ¢+ containing original

F =

—~ Taylor models
1 .___-"'--J

:. Interval bounds
—

Taylor model

Fig. 2. The wrapping effect for different
taylor model orientations. Fig. 3. Illustration of the shrink wrap-
ping method.

3. Parallelism: one neuron one core.




Possible Limitations
o Elimination of remainder: reduces computation overhead, but increases

1naccuracies

Remainder

Symbolic part of rf-ql . New Taylor model,
Taylor model i If__/'\' containing original
[ S |

Fig. 3. Illustration of the shrink wrap-
ping method.

« Experiments in Verisig 2.0 have very few layers (2-3), which is where the
sampling method could shine due to less overhead.
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